Design of efficient computational workflows for in silico drug repurposing
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Here, we provide a comprehensive overview of the current status of in silico repurposing methods by establishing links between current technological trends, data availability and characteristics of the algorithms used in these methods. Using the case of the computational repurposing of fasudil as an alternative autophagy enhancer, we suggest a generic modular organization of a repurposing workflow. We also review 3D structure-based, similarity-based, inference-based and machine learning (ML)-based methods. We summarize the advantages and disadvantages of these methods to emphasize three current technical challenges. We finish by discussing current directions of research, including possibilities offered by new methods, such as deep learning.

Introduction

Currently, pharmaceutical companies face a challenging economical and societal environment that requires them to continuously look for strategies to improve their capacities to develop original drugs at reduced cost [1,2]. Within this context, the pharmaceutical community considers that finding novel indications and targets for already existing drugs, a method called ‘drug repurposing’, first discussed by Ashburn and Thor in 2004 [3,4], can compensate for the lack of technical efficiency of the traditional drug discovery approaches that results in a high failure rate and continual decline in the number of new approved small-molecular entities released by pharmaceutical industry pipelines [5,6]. The major advantages of a drug-repurposing approach are that the preclinical, pharmacokinetic, pharmacodynamic and toxicity profiles of the drug are already known, reducing the risk of compound development. Thus, the compound can rapidly translate into Phase II and III clinical studies, resulting in a decreased development cost [6], a better return on investment and an accelerated development time [7]. Drug repurposing is also interesting from the point of view of intellectual property (IP) and patent protection, because patent protection for a new use of an existing drug whose composition of matter patents are still running can be obtained assuming that the new use is not covered and proven in the original
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Drug repurposing is performed either by using an experimental approach, called ‘activity-based drug repositioning’, or by making use of a specific computational method [18]. The latter approach, named ‘in silico drug repurposing’, is one of the latest application areas of computational pharmacology, a larger field that encompasses in silico-based methods developed to investigate how drugs affect biological systems. From a technical perspective, the development of efficient algorithms for in silico drug repurposing is made possible by two technological trends [18,22]. First, the accumulation of various high-throughput data generated from different research areas, such as proteomics, genomics, chemoproteomics and phenomics. As a result, entire pathway maps, as well as data providing characterizations of disease phenotypes and drug profiles, are available. The second technological trend is the progress made in computational and mathematical sciences [23] that, combined with increasingly powerful computational resources, allows the development of not only repurposing algorithms, but also software for retrospective analysis as well as the maintenance of web-based databases, which are required for the gathering and classification of the experimental data [21,22,24–26].

Compared with activity-based repositioning techniques, in silico methods allow a faster repurposing process at a reduced cost. However, these methods require high-resolution structural information of targets as well as either disease and phenotype information or gene expression profiles of drugs, depending on the nature of the targets, making any of them strongly dependent on the availability of experimental data. Moreover, the biological significance of the putative targets predicted by the algorithm must also be assessed. This step necessitates supplementary experimental testing [4,22]. Regardless of these challenges, various directions of research have been followed by the scientific community and the arsenal of traditional methods relying on ligand-based [27] or receptor-based [28] approaches has been enriched with, for instance, network- and phenotypic-based inference algorithms [29,30]. These efforts to improve and extend the use of in silico repurposing techniques are also pursued by companies using state-of-the-art computational approaches for prioritizing existing candidates, performing targeted searches and identifying new targets for repurposing. Research and results include the identification of tricyclic antidepressants as inhibitors of small cell lung cancer by several alternative candidates are at different development stages or already in clinical trials [11,12]. Other investigations have looked for alternative candidates for antiaging therapies [13]. Moreover, with only 5% of the oncology drugs that enter Phase I clinical trials being approved, there is great demand for new anticancer drugs and for cell- and target-based screening assays; thus, drug repurposing also attracts attention from the field of anticancer drug discovery [14,15]. Many known drugs, including metformin [16] and vitamin D [17], have been analyzed to identify potential anticancer properties. The advanced development stage and ongoing clinical trials of other alternative candidates are reviewed in [18]. Finally, drug-repurposing methods could help to find cures for orphan diseases [19]. Indeed, there are 400 million people worldwide affected by such diseases, but with current research and development costs, it is impossible to develop de novo therapies for each of the 5000–8000 orphan diseases identified so far [20,21].

Drug repurposing is performed either by using an experimental approach, called ‘activity-based drug repositioning’, or by making use of a specific computational method [18]. The latter approach, named ‘in silico drug repurposing’, is one of the latest application areas of computational pharmacology, a larger field that encompasses in silico-based methods developed to investigate how drugs affect biological systems. From a technical perspective, the development of efficient algorithms for in silico drug repurposing is made possible by two technological trends [18,22]. First, the accumulation of various high-throughput data generated from different research areas, such as proteomics, genomics, chemoproteomics and phenomics. As a result, entire pathway maps, as well as data providing characterizations of disease phenotypes and drug profiles, are available. The second technological trend is the progress made in computational and mathematical sciences [23] that, combined with increasingly powerful computational resources, allows the development of not only repurposing algorithms, but also software for retrospective analysis as well as the maintenance of web-based databases, which are required for the gathering and classification of the experimental data [21,22,24–26].

Compared with activity-based repositioning techniques, in silico methods allow a faster repurposing process at a reduced cost. However, these methods require high-resolution structural information of targets as well as either disease and phenotype information or gene expression profiles of drugs, depending on the nature of the targets, making any of them strongly dependent on the availability of experimental data. Moreover, the biological significance of the putative targets predicted by the algorithm must also be assessed. This step necessitates supplementary experimental testing [4,22]. Regardless of these challenges, various directions of research have been followed by the scientific community and the arsenal of traditional methods relying on ligand-based [27] or receptor-based [28] approaches has been enriched with, for instance, network- and phenotypic-based inference algorithms [29,30]. These efforts to improve and extend the use of in silico repurposing techniques are also pursued by companies using state-of-the-art computational approaches for prioritizing existing candidates, performing targeted searches and identifying new targets for repurposing. Research and results include the identification of tricyclic antidepressants as inhibitors of small cell lung cancer by several alternative candidates are at different development stages or already in clinical trials [11,12]. Other investigations have looked for alternative candidates for antiaging therapies [13]. Moreover, with only 5% of the oncology drugs that enter Phase I clinical trials being approved, there is great demand for new anticancer drugs and for cell- and target-based screening assays; thus, drug repurposing also attracts attention from the field of anticancer drug discovery [14,15]. Many known drugs, including metformin [16] and vitamin D [17], have been analyzed to identify potential anticancer properties. The advanced development stage and ongoing clinical trials of other alternative candidates are reviewed in [18]. Finally, drug-repurposing methods could help to find cures for orphan diseases [19]. Indeed, there are 400 million people worldwide affected by such diseases, but with current research and development costs, it is impossible to develop de novo therapies for each of the 5000–8000 orphan diseases identified so far [20,21].

Drug repurposing is performed either by using an experimental approach, called ‘activity-based drug repositioning’, or by making use of a specific computational method [18]. The latter approach, named ‘in silico drug repurposing’, is one of the latest application areas of computational pharmacology, a larger field that encompasses in silico-based methods developed to investigate how drugs affect biological systems. From a technical perspective, the development of efficient algorithms for in silico drug repurposing is made possible by two technological trends [18,22]. First, the accumulation of various high-throughput data generated from different research areas, such as proteomics, genomics, chemoproteomics and phenomics. As a result, entire pathway maps, as well as data providing characterizations of disease phenotypes and drug profiles, are available. The second technological trend is the progress made in computational and mathematical sciences [23] that, combined with increasingly powerful computational resources, allows the development of not only repurposing algorithms, but also software for retrospective analysis as well as the maintenance of web-based databases, which are required for the gathering and classification of the experimental data [21,22,24–26].

Compared with activity-based repositioning techniques, in silico methods allow a faster repurposing process at a reduced cost. However, these methods require high-resolution structural information of targets as well as either disease and phenotype information or gene expression profiles of drugs, depending on the nature of the targets, making any of them strongly dependent on the availability of experimental data. Moreover, the biological significance of the putative targets predicted by the algorithm must also be assessed. This step necessitates supplementary experimental testing [4,22]. Regardless of these challenges, various directions of research have been followed by the scientific community and the arsenal of traditional methods relying on ligand-based [27] or receptor-based [28] approaches has been enriched with, for instance, network- and phenotypic-based inference algorithms [29,30]. These efforts to improve and extend the use of in silico repurposing techniques are also pursued by companies using state-of-the-art computational approaches for prioritizing existing candidates, performing targeted searches and identifying new targets for repurposing. Research and results include the identification of tricyclic antidepressants as inhibitors of small cell lung cancer by
NuMedii [31]; the development of monoclonal antibodies to innovative and therapeutic targets in oncology and autoimmune disease by Capella Biosciences; the development and use of a cloud-based drug discovery platform by TwoXar that aims to find unanticipated associations between drug and disease with a focus on therapeutic areas, including autoimmunology, oncology and neurology; and the development and use of parametric and artificially intelligent drug discovery and repurposing systems by Insilico Medicine [32,33].

Several authors have recently reviewed different aspects of in silico repurposing approaches. Hodos et al. [21] considered three aims and applications of computational pharmacology: prediction of drug–target interactions; application to drug repurposing; and prediction of side effects or adverse drug reactions. The description of these applications was supported by a presentation of the methods to measure and quantify the pharmacological space and by a description of the main databases and tools used for data processing. Some algorithms were described with an emphasis on their performances and drawbacks. Alaimo et al. [34] focused on the algorithmic aspects of in silico repurposing approaches, describing the different classes of method [27], followed by the mathematical foundations of network-based inference methods. Using the DT-hybrid algorithm as an example, they discussed several current issues of in silico repurposing. Here, we present a global description of the key properties of the main classes of in silico repurposing method [24] to show that such methods are organized as workflows of three modules devoted to specific tasks, namely, data processing, in silico generation of putative candidates for repurposing and validation of the predictions. Furthermore, we emphasize that, in addition to their specific advantages and disadvantages, repurposing methods share three technical issues: the inability to predict drug–target interactions involving target or drug for which no interaction is known, the high dependence of the in silico methods regarding the model parameters; and the dependency of the methods on data sets that are biased with respect to different aspects. This broad synthesis should provide the reader with a comprehensive overview of the most effective approaches for designing a repurposing workflow while emphasizing the main pitfalls to be avoided.

To introduce the reader to the key steps of in silico repurposing, we begin with an example of a repurposing workflow. The following section then generalizes the main steps of the repurposing process to encompass the main approaches currently used. The gathering and processing of the data as well as current limitations inherent to their use that must be taken into account when using them are covered. We then describe algorithms of each category (structure-based, similarity-based, inference-based and ML-based techniques), along with their main features as well as their advantages and disadvantages. We conclude this section with a description of the procedure for assessing the algorithms and its predictions. We end our review with a conclusion summarizing the key technical challenges to be addressed and different approaches suggested to address them.

Identification of fasudil as an alternative autophagy enhancer

To introduce the main steps of the in silico repurposing procedure, the method MANTRA, presented in [35], is used as an example and its application for identifying fasudil as a new autophagy enhancer serves as a case study. MANTRA belongs to the class of similarity-based methods. These methods use the intuitive notion that similar compounds have similar properties. In the case of MANTRA, alternative drug candidates are found by analyzing similarities between transcriptional responses of various types of tissue to the addition of drugs under different experimental conditions. The first step for developing such method is to assemble the data of interest. Here, the Connectivity Map (cMap) [36], a repository that contains 6100 genome-wide expression profiles obtained by treatment of five different human cell lines at different dosages with a set of 1309 different molecules, was used. One would want to represent the information contained in these data by using a drug network (DN) whose nodes are the drugs, as shown in Fig. 1, Module 1. By default, these nodes are connected to each other with edges of arbitrary length. From a biological point of view, one would want to interpret the length of the edge between two drugs as a function of the similarity between them.

Thus, the second step is to build a metric, called the similarity measure, for quantifying in terms of pairwise distance the similarity of the transcriptional response between two drugs. The procedure requires converting the transcriptional profiles obtained for each drug and tissues into a set of pairwise distances between drugs. This procedure can be described as follows [Fig. 1, Module 2(A)]. First, the lists of genes are ranked according to their differential expression following drug treatment, from the most upregulated to the most downregulated. Then, the ranked lists of genes obtained by treating cells with the same drug are merged in one single list using a rank-aggregation algorithm [37]. This is a three-step algorithm using a measure of the distance between two ranked lists (Spearman’s Footrule [38]), the Borda Merging Method to merge two or more ranked lists [39], or the Kruskal algorithm to obtain a single ranked list from a set of lists in a hierarchical way [39]. The output is a single prototype ranked list (PRL) of genes for each drug. The PRLs are then used to compute pairwise distances. The distance between drugs A and B is computed using an optimal signature (i.e. a subset of the most differentially expressed genes in the corresponding PRLs of the two drugs). To assess the degree of similarity between the PRLs, the randomness in the distribution of the genes of the optimal signature of drug A along the PRL of drug B, and vice versa, is quantified using gene set enrichment analysis (GSEA) [40]. The two enrichment scores (one for the optimal signature of drug A and one for the optimal signature of drug B) are combined to compute the distance between A and B. If the number of pairwise distances is very high, the empirical probability distribution of these data is used to estimate a significance threshold for the distance (the upper bound of the 5% quartile of the empirical pdf, as shown in Fig. 1). The network is interpreted as follows. Drugs closely connected to, or neighbors of, another drug induce similar transcriptional responses and are assumed to share common mode of action (MoA). This interpretation is confirmed by investigating the topology of the network [41]. Indeed, gene ontology (GO) fuzzy-enrichment analysis of communities identified using the affinity propagation algorithm [42] confirmed that compounds belonging to the same community share similar MoA [Fig. 1, Module 2(B)]. Furthermore, drugs of a given community share similar ATC codes and common target genes.
The final step of the development of the method is to quantify the reliability of its predictions. This is done by applying the method on benchmark data sets and by comparing the results with the ones of an already validated algorithm, in this case the cMap Online Tool [Fig. 1, Module 2(C)]. Concretely, a traditional signature of differentially expressed genes (a list of significant genes according to t test corrected with a false discovery rate) from microarray experiments is used to compare the classification results, by means of receiver operating curve (ROC) [43] analysis, with those obtained using the cMap online tool [Fig. 1, Module 3(A)]. cMap measures the signature-profile similarity by generating a signature from one profile and by using a nonparametric technique to assess the nonrandom distribution of these signatures in another ranked profile. The output is a list of drugs connected to each of the input signatures. The drugs that were predicted to be negatively connected to the input signature are filtered out, and each of the remaining drugs is considered a true positive if it belonged to at least one of four different reference golden standard sets. The reference sets included the counterpart of the tested drugs already present in the cMap. The drugs included in these sets are all those known to have the same MoA as the tested drugs. Overall, the DN approach performed comparably and sometimes better than the cMap classic online tool. The percentage of cases in which the first neighbor of a tested compound in the DN was a true positive was equal to 89% for the average distance. This value increases to 100% in cases where there is at least a true positive among the first two neighbors of each tested compound, for both the distances.

The MANTRA algorithm and its associated DN have been used on different case studies [35], including finding alternative drug candidates that could enhance autophagy. In practice, the DN was screened for drugs similar to 2-deoxy-D-glucose (2DOG), a molecule with the ability to induce autophagy [44]. 2DOG was found in a community with other molecules including, in increasing order of distance, fasudil, sodium-phenylbutirate, tamoxifen, arachidonyl trifluoromethane and novobiocin. Fasudil was the closest drug.
to 2DOG, whereas tamoxifen is another known autophagy inducer [45]. A supplementary analysis was performed by analyzing the distances of 2DOG from the other compounds in the DN independently of the community they belonged to. Again, in order of similarity, fasudil appeared to be the closest compound to 2DOG and, therefore, could be a suitable candidate as an autophagy enhancer. To test the validity of this hypothesis, the effect of fasudil on the induction of the autophagic pathway was experimentally tested by evaluating the LC3-II levels in wild-type human fibroblasts treated with fasudil, and other experiments using HeLa cells confirmed the findings [Fig. 1, Module 3(B)]. The fact that fasudil has the ability to enhance autophagy was not previously known. Thus, this example illustrates that drug repurposing can also lead to unexpected observations in drugs, contributing to our fundamental biological understanding.

**Technical characteristics of in silico repurposing workflows**

Despite the various methods and data types available, the different steps emphasized in the previous section are common to all in silico methods. Generally, the key modules of these methods are structured as shown in Fig. 2. Here, provide a description of the technical characteristics of each module.

**Module 1: integration of data**

Although the method presented above integrates only one type of data, many recent methods combine different types of data to improve their predictive power. Indeed, as emphasized by Hodos [21], the generation of more accurate and biologically relevant predictions relies on the capacity of the methods to capture as many characteristics of the systemic drug–target interaction.

---

**FIGURE 2**

Modular organization of the drug repurposing pipeline. Module 1: assembly of the data sets. The nodes of the network of interactions represent the compounds, whereas the edges represent the interactions occurring between the compounds. Module 2: all algorithms that generate lists of potential candidates for repurposing are based on simple assumptions to define the similarities. The algorithms are classified into four categories: (i) 3D structure-based; (ii) similarity-based; (iii) inference-based; and (iv) ML-based methods. Module 3: using benchmark data sets, the ability of the algorithm to make reliable predictions is assessed by computing quality measures. Literature-based searches and alternative computational methods using text-mining techniques can be used to obtain partial confirmation of the in silico predictions (comparison against orthogonal databases, text-mining methods for mapping connected diseases onto known MeSH terms using the MeSH disease tree), but definitive validation of the biological relevance of the predictions must be done by wet-lab experiments.
scheme as possible, essentially by combining data of different origins. As explained in Fig. 3 Top and Table S1 in the supplemental information online, although they cover a range of different types of biological information, databases can be classified into three main classes. The two first classes contain information about compounds and interaction properties, whereas the class three contains tools for integrating data of multiple origins within a unified nomenclature scheme. Using these web-based databases and software for data processing that is now available, it is possible to design sophisticated algorithms for investigating interactions not only between diseases and genes [30,46], diseases and drugs [4,47–51], drugs and genes [29,35,52], but also by combining interactions between diseases, drugs and proteins [53] or the associated genes [19,54–56]. Other methods look at the complex interplay between adverse effects of the drugs and targets [57] (Table S2 in the supplemental information online). However, although many methods perform their analysis at the molecular level, several approaches work at a larger scale by investigating how the activation of an entire biological pathway is affected by the addition of drugs. Indeed, signaling pathways form a network with many crosstalks that are responsible for drug adverse effects, cancer resistance [58], or common activation of pathways under a given perturbation [59]. Pathway-based approaches for drug repurposing provide as an output a prioritized list of drug-induced pathways that can be assembled as a database for further analysis. Examples of such drug-induced pathways database are presented in [60,61], while, in [62], an inference-based drug–target pathway prediction method is implemented.

However, as summarized in Fig. 3, current data sets and databases suffer from several biases and imperfections. Given that computational repurposing methods are dependent on the availability and quality of these data, many of these technical imperfections affect the validation process or intervene during the repurposing process and can reduce the ability of a method to elaborate a prioritized list of putative targets. Methods have been suggested to correctly introduce the topology of networks of
known interactions [63] or to take into account the fact that most data used as an input usually contain not only many reliable positive examples (i.e. a drug is effective against a disease), but also many less high-confidence negative examples [64]. Other methods have been suggested to address specific issues ([65–67]; reviewed in [68]).

Module 2: algorithms for identifying candidates for repurposing

Current algorithms are classified into four categories: 3D structure-based, similarity-based, network inference-based and ML-based methods [24]. In addition to this classification, repurposing methods are characterized by three generic properties, as described in Fig. 4. First, the level at which the interactions between the compounds are considered. Second, the type of computational approach used (i.e. stochastic or deterministic). Third, the method can be network based or not depending on whether it explicitly uses topology properties to gain additional information about the interactions.

Although these classifications hold for many algorithms, a direction of research for improving the efficiency of these methods is to combine features of different algorithms, leading to the implementation of more complex hybrid methods [21,34]. Nevertheless, a common feature of these algorithms is that they rely on simple assumptions to define similarity measures that are used as quantitative metrics to identify alternative candidates and targets.

As an output, these algorithms provide a list of candidates matching a set of predefined criteria. Although a straightforward way for selecting the most significant candidates is to order them in descending order and to collect the Top-L ones, a more objective approach based on the computation of P value scores is preferable.
This approach requires the calculation of a supplementary similarity taking into account the function of the targets, for instance using ontological terms. This similarity is used to build correlation measures between subsets of targets, and evaluate, for each drug, which subset of predicted targets has a similarity unexpectedly high correlation with respect to the validated targets. The $P$ value is used to provide a quality score for the association between predicted and validated targets of a single drug.

**3D structure-based methods**

3D structure-based methods make predictions of interactions by mining, for example, the chemical–protein interactome. These methods use the chemical structure files of the compounds to compute docking scores \([28,69,70]\). Hence, in \([70]\), a docking program was used to calculate the binding energy between an uploaded molecule and other library drugs. A second algorithm is then used that utilizes the docking scores to compute association scores between the uploaded molecule and each library drug. An advantage of these methods is that the interaction can be analyzed with respect to the structural properties. Nevertheless, docking algorithms are computationally expansive and rely on structural files, which are not easily available.

**Similarity-based methods**

In addition to the approach described above, many similarity measures have been implemented using biological, chemical, or topological properties of the targets, drugs and known interactions. Performance and prediction power vary according to the similarities used and, generally, the accuracy of similarity-based methods improves with the amount of data available. However, current results show that not all similarity measures are equal regarding the type of information they have access to. For instance, topology- or network-based similarities do not give information regarding the drug MoA. For that reason, algorithms combining different similarity measures are advantageous, although such methods require the use of different data types. In \([49]\), a disease–disease, drug–drug and disease–drug network was assembled by matching molecular profiles of disease and drug expression profiles. Two methods are used to compute the similarity for the pairs of genomic profiles. The first is based on correlations that measure the profile–profile similarity by calculating the Pearson correlation of the cyber-T $t$-statistic values from two profiles. The second method is based on the concept of enrichment and follows the procedure described in \([36]\). In \([29]\), a combination of two similarity measures was implemented: (i) a chemical similarity measure based on the relations between terms related to the drugs annotated with distinct but closely related terms; and (ii) a phenotypic adverse effect similarity using the observation that there is a correlation between adverse effect similarity and the likelihood that two drugs share a protein target. Both similarities are applied to infer common target between two drugs. Results obtained showed that the two methods combined are more sensitive than when applied separately. In \([71]\), a bipartite network of drugs and pharmaceutical compounds was built and a statistics-based chemoinformatics approach was developed to predict new off-targets. The core of the algorithm, the similarity ensemble approach (SEA) \([72,73]\), relies on the chemical similarities between drugs and targets defined by its ligands to compare targets by the similarity of the ligands that bind to them, expressed as expectation values. Newly predicted off-targets are assumed to have a biological relevance if they meet at least one of the three following criteria: (i) the new targets contribute to the primary activity of the drug; (ii) they mediate drug adverse effects; or (iii) they are unrelated by sequence, structure and function to the canonical targets. The network-based method developed in \([19]\) is based on a new proximity measure that combines six different topological measures and uses topological structures called ‘disease modules’. A disease module is formed by genes associated with a given disease \([46]\). The authors hypothesized that a drug is effective again a disease if it targets proteins in the close vicinity of the related disease module. The proximity measure performs better than six of the most common similarities. Furthermore, this method is capable of taking into account the elevated number of interactions of targets and, as a result, it is not biased regarding either the number of targets a drug has or their degrees; however, this improvement requires access to disease genes, drug targets and drug-disease annotations.

**Inference-based methods**

Inference-based methods use a priori knowledge about known interactions, referred to as the ‘training set’, to predict new interactions and suggest new targets for repurposing. In \([47]\), two inference methods based solely on topology measures were applied to predict drug–disease associations. Following the work of Zhou et al. \([74]\), the problem is formulated as recommending diseases for a drug by mining data on the properties of a drug–disease bipartite network of experimentally verified drug–disease associations. In \([52]\), following a methodology derived from network theory \([74]\), three methods based on different similarity measures were implemented: (i) a network-based similarity; (ii) a drug-based approach using the hypothesis that, if a drug interacts with a target, then other drugs similar to the drug will be recommended to the target; and (iii) a target-based method, whose basic idea is that, if a drug interacts with a target, then the drug will be recommended to other targets with similar sequences to the target. The results obtained give an advantage to the network similarity-based algorithm. In \([62]\), a protein complex-based Bayesian factor analysis was developed that modeled the chemical–genetic profiles using protein complexes to infer, by Bayesian inference, the MoA of drugs on protein complexes. The DT-Hybrid algorithm \([75]\) improves the method of Cheng \([52]\) by using a similarity matrix to directly plug the domain-dependent biological knowledge into the model. The similarity matrix is obtained as a linear combination of a structure similarity matrix and a target similarity matrix. This method performs better for the prediction of biologically significant interactions and outperforms the methods presented in \([52,74]\) in recovering deleted links. Nevertheless, although the additional biological knowledge increases the performance and improves the numerical precision, the supplementary parameter introduced in the similarity matrix leads to practical complications because its optimal value depends on the characteristics of the data sets and an a priori analysis is required for its selection.

**ML-based algorithms**

Finally, ML-based algorithms exploit similarity measures to construct classification features and subsequent learning of a classification rule that distinguishes true from false node associations. Several ML methods have been published and, on average, their performance and prediction power is improved by integrating additional algorithmic approaches for dealing with the three
challenges. As for the other category of complex algorithms, their design varies depending on the data sets used. For example, new targets are predicted in [76] using multiple-category Bayesian models trained on chemogenomics databases, whereas, in [77], the authors used a ML method to investigate the extent to which chemical features of small molecules can reliably be associated with significant changes in gene expression. A review of the network-based ML models and their use for the prediction of compound–target interactions both in target-based and phenotype-based drug discovery applications has been published elsewhere [26]. PREDICT is an example of a ML-based method for predicting novel associations between drugs and diseases [48]. Using a set of known drug–disease associations constructed from multiple sources as a training set, the algorithm ranks additional drug–disease associations based on their similarity to the known associations. For this step, five drug–drug similarity measures and two types of disease–disease similarity measure are constructed. The association scores calculated on pairs of these similarity measures are used by a logistic regression algorithm to construct classification features and subsequent learning of a classification rule that helps to identify new drug–disease associations. An advantage of this method compared with others presented in [78] is that it can be applied to novel molecules with no indication information. However, it requires experimentally verified negative drug–disease associations to proceed. In [79], Yamanishi et al. investigated new interactions for four different drug–target classes, using the Kernel Regression Method (KRM).

In this supervised learning method, the biological information is integrated within a ‘pharmacological space’ by combining chemical (drugs) and genomic (targets) spaces. A drug–target interaction network is constructed for each protein class using a bipartite graph representation. Then, a regression model is developed between the combined chemical structure and amino acid sequence-based similarity spaces and the pharmacological space. The putative drugs and targets are mapped into the pharmacological space using this regression model and new interactions are predicted by connecting drugs and targets that are closer than a threshold in the pharmacological space. More recently, Dai et al. [51] suggested a matrix factorization model taking advantage of the richness of interaction data to detect potential drug–disease associations rather than following, similar to many others [35,48,80,81], the usual approach of computing and matching drug and disease profiles. The method works in two steps. First, a gene interaction network is constructed and topology information is extracted from this genomic space by computing a gene closeness metric. Using this information, low-rank feature vectors are retrieved from the gene interaction network by using eigenvalue decomposition. Then, feature vectors of drugs and diseases are obtained from drug–gene interactions and disease–gene interactions, respectively. Second, the matrix factorization model is generated and used to approximate known associations between drugs and diseases. The model provides an estimate of the possibility of association between one given drug and disease. After this training phase, the model can be used to predict novel drug indications. Although the incorporation of topology information allows this method to perform better than others [82,83] when association information of drugs or diseases is rare, it remains limited by the availability of drug–gene interactions and disease–gene interactions that are required for an accurate measurement of feature vectors.

Finally, a specific class of methods, called bipartite local models (BLMs), using similarity measures in the forms of kernels, has been developed [84]. The advantage of these methods is that they allow the incorporation of multiple sources of information for performing predictions [85]. The BLM can be summarized as follows [86]. The detection of drug–target interactions is done first by constructing a training comprising two classes: (i) all the known targets of the drug under investigation except the target of interest; and (ii) the targets for which no interaction with the drug is known a priori. Second, using the available genomic kernel for the targets, a support vector machine (SVM) that discriminates between the two classes is constructed. This model is used to predict the label of the target and to determine whether the considered drug–target pair shares an interaction. Using the chemical structure kernel, the procedure is applied with the roles of drugs and targets reversed and the two results are combined. BLM has also been investigated by van Laarhoven et al. [87]. His implementation differs in that the Gaussian kernel was constructed solely on the use of the topology information and by using regularized least squares (RLS) classifiers rather than SVM. The method works as follows. A bipartite network of drugs and targets constructed from known drug–target interactions is used to generate the interaction profiles from which a Gaussian interaction profile (GIP) kernel is constructed. The predictive power is improved by combining the GIP kernel with a kernel representation of chemical structure similarity between compounds and sequence similarity between proteins. These interaction profiles are used as feature vectors for two types of RLS classifier. It was concluded that the method provides more accurate results when the GIP kernel is combined with the chemical and genomic kernels, in particular for small data sets. Furthermore, it was noted that the sequence similarity for targets is more informative than the chemical similarity for drugs. Nevertheless, despite these promising results, the authors pointed out that the method is sensitive to inherent biases contained in the training data and that it can only be applied to detect new interactions for a target or a drug for which at least one interaction is already known. Interestingly, Mei and coauthors have released a method called BLM-NII [84], which combines a BLM with a procedure called ‘neighbor-based interaction profile inferring’ (NII), designed to tackle the inability to deliver predictions for drug and target that are new, a technical issue called here the ‘new candidate problem’ of BLM. The NII procedure extends the classifier to incorporate the capacity of learning from neighbors into the original BLM method. Comparisons with previous methods demonstrate the capacity of BLM-NII to predict interactions between new drug candidates and new target candidates with high reliability.

Module 3: validation of the predictions

Once implemented, an algorithm for drug repurposing should undergo a procedure to assess its ability to make relevant and accurate predictions (Fig. 2, Module 3). This procedure requires benchmark data sets to which the algorithm is applied. These are obtained from reliable sources, such as clinical trials and DrugBank, or specific case studies specifically designed for that purpose. The accuracy of the results is measured using a set of metrics designed to assess the reliability and accuracy of the predictions. In
addition to the ROC, other metrics and quality measures can be computed. A straightforward method is to compute the values of area under the ROC curve (AUC) [19,47,79,87], However, the performance of the algorithm can also be evaluated by computing characteristics such as specificity, sensitivity and positive predictive value (PPV) [34,79]. Furthermore, the recall, which provides information on the capacity of the algorithm to find the real unknown interactions, and the precision, which indicates the ability to discern biologically relevant interactions from untrue ones, can also be computed to draw the precision-recall curve [34,88]; that is, the plot of the ratio of true positives among all positive predictions for each given recall rate. The area under this curve (AUPR) provides an assessment of how well predicted scores of true interactions are separated from predicted scores of true non-interactions [84,87]. In the case of methods such as inference-based and ML-based methods containing multiple parameters whose values must be fixed, the validation procedure includes a first step called ‘training’, during which the algorithm is used on a part of the benchmark data set to find the parameter values that optimize the algorithm performances. When the parameters are fixed, the validation itself, which aims to test the ability of the algorithm to generalize on different data sets using the same parameter setting, is performed using the remaining data sets [47,87]. Finally, when a new method is implemented or new features are added to an already existing one, it is worth comparing the performances of the new method with already established ones using identical benchmark data sets. This step enables us to understand at which extent and in which context the new method provides better predictions. When the validation gives satisfying results, the algorithm can be used for discovering new relations between drugs, diseases and candidates for drug repurposing.

Once potential candidates are identified, the biological significance of the finding must be assessed. A first literature search can be performed to find evidence supporting the computational predictions. This was the method chosen in [89] for assessing predictions suggesting that the antiasthma drug pranlukast has anticancer metastasis activity, and in [90] for the suggested repositioning of cardiovascular drugs to parasitic diseases and for checking the prediction that the cancer-related kinase PIK3CG is a novel target of resveratrol. However, we recommend that wet-lab experiments are performed to confirm the suitability of the candidates. Examples of successful validations include: repurposing for early- and late-stage non-small cell lung cancer [54]; identification of an application of a hypertension drug, benzthiazide, as a potential agent to induce lung cancer cell death [53]; prediction of the antiulcer drug cimetidine as a candidate therapeutically in the treatment of lung adenocarcinoma [50]; and repositioning of the anticonvulsant topiramate for inflammatory bowel disease [55]. Nevertheless, in some cases, the predictions are not followed by experimental validation and, thus, must be considered with caution. This was the case in [91] with the finding of potential candidates among hypotension-related drugs that could be used for lowering blood pressure and in [70] with the prediction of new drug–drug associations for rosiglitazone and the repositioning of antipsychotics as anti-infectives. If these first tests are successful, the candidates could go through different development stages and, ultimately, reach clinical trials.

Concluding remarks and future perspectives

The different classes of in silico repurposing algorithms are attractive approaches for identifying alternative candidates. Nevertheless, as summarized in Fig. 5, they face technical issues.

The first issue concerns the dependency of in silico repurposing procedures with respect to the availability and characteristics of data sets. Given the current technical limitations of data sets, one could conclude that methods that reduce the need for data sets should be more adapted, but the progress made in developing more efficient methods relies on the use of data of multiple sources. Given that the dependence of a method on several types of data can limit its use in a range of practical situations, it is important to combine data widely available with similarity measures that have better predictive power.

The second issue is that the most elaborated algorithms use parameters for which optimal values are not easy to establish. For example, in the case of standard gene enrichment-based methods, empirical findings suggest that drug signatures established with too few genes lead to lower specificity and sensitivity. Furthermore, performances vary depending on the method used for the selection of the genes. Investigations suggest that gene selections based on fold change in combination with a greater P value threshold are more reliable than those based on P value or fold change alone [49]. For ML methods, the learning rate has a marginal effect, whereas the regularization coefficient has an important influence [51]. Furthermore, obtaining the statistical significance of the retained candidates from the list of targets to identify true positive requires the calculation of P values whose cut-offs vary from one study to another, affecting the final result.

To summarize, reducing the dependency of the methods on the parameters and the parameter dependency with respect to the characteristics of data sets, as well as developing a systematic approach to determining their optimal values, might help the systematic use of these methods. A suggested strategy is to test the model for different set of values and choose the optimal parameter values according to the performance of AUC or other quality measures [51].

Finally, standard repurposing algorithms are often limited for making predictions involving candidates for which no interaction is known [34,84] and existing methods must be adapted to overcome this limitation. For instance, the DT-hybrid method [75] is an improvement of an inference-based method and the BLM-NII method is an enhanced version of the BLM. In the case of algorithms based on topology similarity, adding other similarity measures can improve their predictive power [47,52].

Although efficient hybrid algorithms can be elaborated with a combination of different approaches or by integrating methods using different information [49] (Table 1), another direction of development relies on completely new computational approaches. For instance, DL methods could overcome several limitations encountered by the standard ML methods. Indeed, although recent developments with ML methods are promising, it is not obvious that they could address all the remaining issues. Thus, DL methods could be the next move for improving the efficiency of repurposing techniques, for instance, for integrating biomedical data, which are relatively small and complex. The modern DL techniques include powerful approaches with deep architecture, called deep neural networks (DNNs) that are applied
FIGURE 5

Foundation, technical challenges and directions of research for improving the drug-repurposing paradigm. The systemic paradigm and technological progress made in computational sciences are the cornerstones of drug-repurposing methods. Nevertheless, despite significant progress, the current algorithms still face three main technical challenges: (i) various technical limitations of the data sets can limit the predictive power; (ii) many sophisticated methods depend on free parameters whose fitting is tedious because it can depend on external factors that are not easy to control; and (iii) algorithms are sometimes limited when it comes to make predictions for drugs or targets without any known interactions. Different solutions have been tested with more or less success and further possibilities offered by deep learning (DL) algorithms should allow significant progresses.

<table>
<thead>
<tr>
<th>Method type</th>
<th>Characteristics</th>
<th>Features</th>
<th>Resources</th>
<th>Refs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Similarity based</td>
<td>Uses a proximity measure combined with disease module identification on a network of drug–disease interactions</td>
<td>A representative example of a network-based method relying only on the use of a combination of topological measures. The proposed proximity measure outperforms other topology measures and the method is able to handle a large number of targets and interactions</td>
<td></td>
<td>[19]</td>
</tr>
<tr>
<td>Inference based</td>
<td>Uses a combination of structure similarity and target similarity matrices on a bipartite network of drug–target interactions</td>
<td>An example of how the inclusion, via drug and target similarities, of biological knowledge into the formalism of an inference-based method can improve the reliability, biological relevance and accuracy of the predictions. It illustrates the flexibility of the approach to combine various sources of information</td>
<td>R package DT-Hybrid-NBI</td>
<td>[75]</td>
</tr>
<tr>
<td>ML based</td>
<td>Uses a drug–target bipartite graph; interactions are deduced by training a classifier exploiting interaction information, and drug and target similarities; it is able to make predictions for drugs without known interactions</td>
<td>The latest improved version of the initial BLM. The addition of the algorithm NII allows the prediction of interactions between new drug candidates and new target candidates with high reliability</td>
<td>BLM-NII</td>
<td>[84]</td>
</tr>
</tbody>
</table>
for unlabeled and labeled data analysis, such as image, voice and language recognition [92]. They outperform ML methods, such as random forest or SVM, in training on quantitative structure–activity relation descriptors (QSAR) and for predicting various physical and chemical properties [93]. However, although DL methods could operate with several types of data for drug discovery and development, such as structural data, chemical descriptors, or transcriptomics data, and DNNs have been applied for modeling drug–target interactions using structural data [94], they are still underestimated in biomedical application [95]. This situation should evolve as new areas of applications emerge. For instance, it is now possible to predict the harmful potential of the compounds based on their raw structure using recursive or convolutional neural networks [96,97]. This is of particular interest in drug discovery for identifying well-designed and effective compounds that have toxic properties and DL-based approaches have proved to be effective for predicting such toxicity issues [98]. Furthermore, DNNs have already been applied for finding drug–target interactions using chemical structures and known interactions and promising results have been obtained [99,100]. However, DNNs come with technical issues. For example, the lack of theoretical foundation and the related lack of understanding of the method functionalities should be clarified. These issues are known for making the quality control and implementation of the results more complicated. Moreover, attempts were realized to address these issues with, for example, the TREPAN algorithms for extraction decision trees from hidden layers [101].
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